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In the approximately century-long journey of robotics, humanoid robots made their debut around six decades ago. The rapid

advancements in generative AI, large language models (LLMs), and large multimodal models (LMMs) have reignited interest in

humanoids, steering them towards real-time, interactive, and multimodal designs and applications. This resurgence unveils boundless

opportunities for AI robotics and novel applications, paving the way for automated, real-time and humane interactions with humanoid

advisers, educators, medical professionals, caregivers, and receptionists. However, while current humanoid robots boast human-

like appearances, they have yet to embody true humaneness, remaining distant from achieving human-like intelligence. In our

comprehensive review, we delve into the intricate landscape of AI robotics and AI humanoid robots in particular, exploring the

challenges, perspectives and directions in transitioning from human-looking to humane humanoids and fostering human-like robotics.

This endeavour synergizes the advancements in LLMs, LMMs, generative AI, and human-level AI with humanoid robotics, omniverse,

and decentralized AI, ushering in the era of AI humanoids and humanoid AI.
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1 INTRODUCTION

In the rich history of robot development spanning a century [17], humanoid robots emerged approximately 60 years ago

as a groundbreaking advancement characterized by anthropomorphic forms and appearance [58]. It wasn’t until about

30 years ago that humanoid robots began to exhibit notable human-like features such as human-looking structures,

senses, behaviors, functions, interactions, and reasoning [25, 51].

In the past decade, fueled by rapid advancements in deep learning and generative AI (GAI), particularly in large

language models (LLMs) and large multimodal models (LMMs) [32], humanoid robotics has witnessed remarkable

progress, showcasing exceptional performance across various aspects and applications [57]. This convergence of

generative and human-level AI with humanoid robotics marks the dawn of the era of humanoid AI.

Humanoid AI has emerged into a human-AI-robotics-web-integrative ecosystem, as illustrated in Fig. 1. Humanoid

AI is poised to revolutionize the landscape of the intelligent digital economy, societies, and cultures. Projections suggest

a substantial growth trajectory, with the market size of humanoid robots anticipated to reach USD$13.8 billion by 2028,

boasting a staggering compound annual growth rate of 50% per year according to MarketsandMarkets. Goldman Sachs
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predicts an even more substantial market valuation of USD$38 billion by 2035. Meanwhile, generative AI commands an

even larger market value, estimated at USD$2.6-4.4 trillion annually, with a projected 7% increase in global GDP [19].

However, despite these promising projections, only a limited number of humanoids are currently empowered by large

language models (LLMs) or driven by generative AI. This discrepancy highlights significant untapped potential, as well as

gaps and opportunities within the realm of humanoid AI, particularly in the domain of AI-empowered humanoid robotics.

Fig. 1. Humanoid AI: A human-AI-robotics-web-integrative ecosys-

tem.

Humanoid robotics, propelled by recent breakthroughs

in data science, machine learning, and AI, such as gener-

ative AI (GAI), large language models (LLMs), and large

multimodal models (LMMs), has ushered in a new era of

revolutionary advancements and possibilities:

• Transitioning from traditional task-specific hand

engineering and programming methodologies to

semi-task-specific, task-agnostic, or even open-

task applications; fostering greater versatility and

flexibility.

• Evolving from predefined and rule-driven behav-

iors to online, real-time, and learning-driven task

execution; continuously improving performance,

adaptability, real-world feedback, and experiences.

• Moving away from individual robot-centric ap-

proaches towards multi-robot, multi-task, multi-

party, and process-oriented operations, control,

planning, and task execution; enhancing efficiency

and scalability in complex environments.

These remarkable advancements pave the way for the creation of a new breed of robot AI - humanoid AI, and a new

generation of robots - humanlike robotics. They seamlessly integrate human appearances, behaviors, and emotions

into robotic systems, forming AI robots and AI humanoids. With the emergence of humanlike robots, discussions and

speculation about their future trajectory have intensified various aspects below.

1) How will generative AI propel the evolution of robots?

2) In what ways will human-level AI redefine the capabilities of humanoid robots?

3) How can human cognitive and social features be seamlessly incorporated into physically humanlike robots to

enable humane and humanlike humanoids?

4) What sets apart humanlooking robots from humanlevel robots?

5) What challenges lie ahead, and what does the future hold for humanlike robots?

The rapid evolution of human-level AI synergizing with humanoid robots, alongside the emergence of future

generations of humanlike robots, is reshaping the landscape at an unprecedented pace. Humanoid and humanlike robots

are emerging as unique and promising platforms and ecosystems for deploying diverse, multilevel, and multipurpose

intelligent systems and applications, spanning from artificial narrow intelligence (ANI) to artificial general intelligence

(AGI), and even potentially artificial superintelligence (ASI). Real-time, interactive humanoids epitomize a metasynthetic

AI milestone and accomplishment [10]. However, the current emphasis on constructing humanoid robots with humanlike
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appearances falls short of achieving AGI. To bridge this gap, the integration, simulation, and implementation of human-

level AI and humanlike intelligence into humanoid robots will usher in new eras of humane, humanlike, and ultimately

humanlevel robotics. Yet, the development of humanlike robots must not only replicate human physical, cognitive, and

social attributes but also address ethical, legal, and social concerns and challenges.

In this article, we paint a comprehensive picture of AI-powered humanoids and humanoid AI by examining the

synergies among large language models (LLMs), large multimodal models (LMMs), generative AI, and human-level

AI with humanoid robotics. We begin by delineating the current state-of-the-art of humanoid robots, which possess

humanlike appearances but are limited to artificial narrow intelligence (ANI) functions and intelligence levels. These

robots have yet to attain humane, humanlike, or humanlevel capabilities, including artificial general intelligence

(AGI) and artificial superintelligence (ASI). We then delve into the taxonomy, potential evolution and futures of

transitioning humanlooking humanoid robots into humane, humanlike, and ultimately humanlevel entities, empowered

by advancements in ANI, AGI, and ASI for robotics. Our discussion centers on the transformative journey toward

developing humanlike to humanlevel humanoids. These advanced humanoids will embody omni-intelligent systems,

seamlessly integrating human-level AI into robotics and extending the capabilities of humanoid robots with new

paradigms of intelligence, ultimately progressing toward an integrated AGI and ASI robotic ecosystem. This evolution

also signifies the emergence of a new generation of AI robots and humanoid AI. Furthermore, we explore various

functional and nonfunctional requirements for humanlike to humanlevel robots, as well as techniques and future

prospects for deep mind modeling of humanoids. We emphasize the importance of enabling and managing humanity in

humanoid robots as they interact with other objects and humans in dynamic, real-time, and interactive environments.

Our approach focuses not onmechanical, electronic, or biological aspects but rather treats humanoid robots as humanlike

intelligent systems, with a special emphasis on soft AI-powered robotics and humanoid AI.

2 EVOLUTION AND CATEGORIZATION OF HUMANOID ROBOTS

There are about 30 types of humanoid robots available in the market and literature. Table 1 provides an overview and

comparison of 29 typical AI-empowered humanoid robots endowed with humanlike features and associated AI and

technical functions. The evolution of humanoid robotics has seen the paradigm shift from humanlooking humanoids

to humane, humanlike and humanlevel humanoids. The family of humanoid robotics, in particular, AI humanoids, or

humanoid AI, is the synergy and metasynthesis of robotics and AI and of human systems and intelligence systems.

2.1 Humanoid Evolution: From Humanlooking to Humane and Humanlike Paradigm Shift

Humanoid robots possess human structures with human appearance through assembling human-size and humanlook-

ing body parts, which undertake human senses, human behaviors, human functions, human humanity, and human

intelligence. The evolving landscape and spectrum of humanoid robotic development can be summarized in Fig. 2. The

evolution of humanlooking humanoids to humane, humanlike and humanlevel humanoids can be categorized into six

aspects and stages, i.e., from humanlooking structures to humanlike senses, humanlike behaviors, humanlike functions,

humanlike humanity, and humanlevel intelligence.

Evolution Spectrum of Humanoid Robots. The first generation of humanoids focuses on replicating human

structures and makes robot appearance with humanlike structures. Typically, a full-body humanlooking humanoid robot

is built with human body structures such as human head, neck, chest, torso, arms, hands, legs and foot. A half-body

humanoid robot may only have the upper part of humanlooking bodies, such as head, neck, shoulder and chest. Existing
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Fig. 2. Evolution landscape of humanlooking to humane, humanlike and humanlevel humanoid robots.

humanoid robotics incorporates either non-expressive robot heads into robots with actuated stereo vision, neck or

hearing or expressive android heads with facial traits, artificial skins, and hair etc.

Second, humanoids aim to replicate human senses and imitate humanlike senses in humanoids. Accordingly, a

humanoid is built with world perception and sense models, including a visual system for sight, an auditory system

for audition, a gustatory system for taste, an olfactory system for smell, an external surface for feel, and cognitive

components such as a brain with a vestibular system for balance, orientation, position, depth, and navigation.

Third, human behaviors are mounted to humanoid body parts to undertake or generate humanlike actions. Humanoids

are then with human behaviors, such as eye movement, facial expression, and body postures with different hand or leg

movements.

Further, humanlike functions are implemented into humanoid structures and senses to simulate human functions,

such as speech, conversation, singing, dancing, walking, running, grasping, and watching, etc.

In addition, humanlike humanity has to be incorporated into humanoids to make them humane and develop the

humanity of robots. The humanlike robot humanity may implement robot intention, consciousness, personality, trust,

responsibility, preference, empathy, morality, satisfaction, accountability, and ethics.

The ultimate goal of humanoid robots are to implement human intelligence into robots toward humanlevel humanoid

intelligence. They include cognition, vision, emotion, communication, recognition, interaction, collaboration, analytics,

reasoning, learning, decision-making, and regulation.

FromHumanlooking toHumanlevel Robotics.Humanoid robots is experiencing a fast humanization progression

and evolution from humanlooking robots with human body parts to humanlike and humanlevel robots with humanlike

structures, senses, behaviors, functions, and intelligences1. Humanized humanoid robots are equipped with humanlike

features and functions, such as by adding representative human traits and functions, e.g., eye contact, humanlike voice,

social interactions, and emotional interpretation. This makes humanoid robots not only to avoid the ‘uncanny valley’

dilemma [34] but also to function humanly or like human beings, leading to humanlike robotics.

A humanlike robot looks and acts like human beings by replicating human structures, in particular, head structures

such as humanlooking eyes, nose, mouth, ears, skin and hair, and other body parts such as hands and feet. Advanced

1https://en.wikipedia.org/wiki/Humanoid_robot
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humanlike robots may also simulate human behaviors, such as facial emotions and body posture and actions. High-end

humanlike robots pursue humane functions, such as conversation, speech, singing, dancing, walking, running, jumping,

grasping, and human organs such as electronic and AI-empowered brain, hands and legs. Rarely but essentially, humane

robots would have subjective human features, i.e., humanity, such as personality, trust, empathy and preferences, etc.

In general, humanlike robots need to replicate and be empowered with weak to strong human intelligence, such as

cognition, vision, communication, hearing, interaction, emotion, and decision-making.

The above robot and humanoid progression pathway indicates a significant thinking and paradigm shift in defining,

designing, manufacturing, operating and managing humanoid robots, promoting humanlooking to humane, humanlike

and humanlevel robotics and robot AI.

Humanoid and Humanlike Robot Applications. Humanoid robots gain increasingly widespread, complex

and commercial applications. Depending on their application situations and environments, humanoid robots can be

customized and professionalized into service humanoids, convention humanoids, caregiving humanoids, advising

humanoids, entertaining humanoids, home humanoids, factory humanoids, online humanoids, arts humanoids, military

humanoids, social humanoids, and other task-specific humanoids.

Accordingly, we list a few typical applications of humanoids [25]. Examples include home, personal and elderly

assistance and caregiving; entertainment such as for game design and competition; social services, demonstration

and exhibition of robotics and AI advances and other specific functions; education such as for primary education,

inquiries, question/answering, and online learning; marketing, hospitality and customer services such as for general

inquiries, reception, chatbot, campaign, and activity organization and management; digital arts such as for creating

digital songs, dances and artworks; health and medical research and services such as prosthesis, orthosis, personalized

healthcare aids, eldercare, companionship and nursing support, and supporting people with disabilities; businesses,

manufacturing and industries such as mining, assembly, sorting, painting, material handling, pick-and-place, and

delivery, and operating specially designed equipment and vehicles, such as stuntronics and animatronic devices;

cognition and neuroscience research such as human brain modeling and cognitive functions on neurorobots; military,

astronomy and space exploration; disaster management and performing hazardous jobs such as nuclear and earthquake

rescue; and large-scale social activities such as for theme parks and exhibitions.

2.2 Taxonomy of AI Humanoid Robots

The taxonomy of AI humanoid robots reflects the interaction and synergy between robotics and AI and between

intelligence systems and human systems. Fig. 3 shows a taxonomy of AI robots and AI humanoid robots.

First, on the high and technical level, AI robotics and AI humanoid robotics are the synergy of robotics and AI.

Robotics comprises a family of robotic functions, tasks, and techniques, including robot interaction, robot collaboration,

robot planning, robot navigation, robot manipulation, robot perception, robot learning, robot control, robot cognition,

robot emotion, and robot ethics. AI functions, tasks and techniques make intelligent robotics, including by cognitive

science, computer vision, NLP, speech recognition, signal recognition, pattern recognition, machine and deep learning,

data analytics, computational intelligence, knowledge representation, human-computer interaction, AI and machine

ethics and humanity.

Second, on the methodological level, AI humanoids integrate human systems and intelligence systems. Human

systems consist of important traits and merits including human structures, human senses, human behaviors, human

functions, human humanity, and human intelligence, which make humanoids humanlike and humanized. Intelligence

systems implement various paradigms of intelligences, i.e., X-intelligences [12], from traditional intelligence paradigms
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such as symbolic intelligence, connectionist intelligence, natural intelligence, social intelligence, domain intelligence,

computational intelligence, and networking intelligence, to emerging paradigms including data intelligence, algorithmic

intelligence, learning intelligence, generative intelligence, behavioral intelligence, emotion intelligence, and cognitive

intelligence.

As a result, AI humanoids replicate, synthesize and meta-synthesize [10] human systems and intelligence systems.

This expands, upscales and transforms robotics toward a spectrum of humanoid functions. A family of AI humanoid

functions emerge, such as humanoid interaction, humanoid collaboration, humanoid planning, humanoid navigation,

humanoid manipulation, humanoid perception, humanoid learning, humanoid control, humanoid cognition, humanoid

emotion, and humanoid humanity.

Consequently, the applications of AI humanoids generate and satisfy various purposes and produce diversified

types of humanoids. Examples include social humanoids, walking humanoids, conversational humanoids, interactive

humanoids, expressive humanoids, generative humanoids, manipulative humanoids, teleoperated humanoids, service

humanoids, entertaining humanoids, cognitive humanoids, and imitative humanoids.

3 HUMANE AND HUMANLIKE HUMANOIDS: FUNCTIONAL AND NONFUNCTIONAL REQUIREMENTS

Here, we summarize the functional and nonfunctional requirements and challenges in humane and humanlike hu-

manoids, as illustrated in Fig. 4.

3.1 Humanoid’s Functional Requirements and Challenges

Functional requirements consist of main robotic functions, including humanoid cognition, perception, communication,

interaction, analytics and learning, planning, adaptation, behaviors and dynamics, anthropomorphic and mimetic

features, mechanical, electrical, biological and social designs, manipulation and control.

3.1.1 Humanoid Cognition. Humanoid cognition simulates and implements human cognitive thinking, traits, and

capabilities. Accordingly, robotic cognition builds humanlike brain and mental models with functions and capabilities

including reasoning, inference and decision-making mechanisms, and enabling robotic goal, intention and emotion.

Robotic mental modeling [49] attributes the theory of mind with thoughts, desires and intentions etc. and formalizes

them as shared mental representations between robots and between humans and robots to simulate the awareness, roles,

responsibilities, knowledge structures, cognitive mechanisms and processes of human cognition, reasoning, teaming,

interaction, communication and collaboration etc for human-like problem-solving and decision-making.

Humanoid intention and emotion imitate human facial expressions in robots and embodies and learns robotic intention

and emotion. This represents a new stage of humanlike, humanlevel and humane robotics. Robotic emotions [39] may be

presented by hand-coded, automated, and learning-based designs and methods. Robotic affection combines personality

trait, attitude, emotion, mood and interpersonal stance [31]. The generation, recognition, learning, alignment and

adjustment of automatic, real-time and complex robotic emotion, affection and intention guided by goals and tasks, in

the wild, during performing activities, mixed with other robotic modalities, or during interaction and collaboration

with humans represent some future directions.

3.1.2 Humanoid Perception. Humanoid perception applies humanlike senses to represent and understand information

and environment. Humanoid robots are equipped with proprioceptive and exteroceptive sensors to perceive, understand

and model robot’s internal states and behaviors, target objects and their states and behaviors, interactions between

robots and objects, and the environment. Robot perception [41] captures internal states of humanoid robots, including
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Fig. 3. The taxonomy of AI humanoid robots: Interactions and synergy between robotics, AI, intelligence and human systems.

information about their locomotion, position, velocity, depth, orientation, behaviors such as attention and gaze move-

ment, and emotion. A humanoid may also identify the target objects and their layouts, states, behaviors, and activities,

etc., e.g., human pose and facial features. In the cases where there are robot-object interactions and human-robot

interactions, the perception will further identify the interaction modes, activities, and types, etc. The environment may

include the context and surroundings of a robot and their objects, their materials and textiles, where robot perceptron

identifies environmental states, and conditions (e.g., lightening conditions), and layout, etc.
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Humanoid vision [40] captures and enables robotic gaze, gesture, pose, action, motion, expression, movement,

collaboration, learning, and communication; and supports specific tasks such as object handover. To enable perception,

sensors such as actuated cameras, force, microphone, inertial measurement units, encoders, sensitive resistors, sonar,

rotary, tactile, torque, laser scanner, lidar, joint and inclinometer may be placed in a humanoid’s head, neck, chest, torso,

hand, etc body parts. Sensors or multi-sensor fusion may capture internal and external states, signals or videos relating

to vision, audio, olfactory, tactile, shape, curve, and posture of human body parts; humanly features such as emotion

and facial expression; physiological signals of human body, such as heart rate, blood pressure, body temperature, brain

activity, and muscle activation; and environmental range and layout, or contextual representation and memory, etc.

Perception may serve high-level functions such as tracking, detection, recognition, identification, classification,

control, localization, navigation, planning, mapping, manipulation, and grasping. Perception supports specific tasks

relating to human-robot interactions, object manipulation, gait planning, proprioceptive state estimation, action

prediction, and emotion recognition. In performing perception, humanoids recognize internal states such as stability,

dynamics, safety, efficiency, and experience; and external aspects such as identifying, recognizing and locating external

stimuli, layout and relationships with objects; and interactive states such as robustness and adaptability to dynamic and

unforeseen environmental changes.

3.1.3 Humanoid Communication. Humanoid communication imparts, transports or exchanges information within a

humanoid, between humanoids, between a humanoid and its environment, or between humanoids and other objects

like humans. Accordingly, communication involves participants, such as other humanoid robots, humans, or objects;

media, such as in imagery, video-based, acoustic, textual, or emotional forms; content such as speech, navigation and

actions; and context such as topic area and background. Communications may involve a single party, multiple parties,

or a team, where multi-party humanoid or human-humanoid communication is essential. Communications may be

unidirectional or directional e.g. human-to-humanoid communication and humanoid-to-human communication, or

nondirectional such as in peer-to-peer or group communications.

Communications take place within humanoid robots in various ways, e.g., through coordination between head and

hands or between eye and hands by passing and processing sensory information, and signal transformation such as

from perception to conversation; between humanoid robots or between humans and robots, e.g., through cooperation

or negotiation between robots for collective tasks; and between robots and their environment, e.g., through tracking

and navigation; etc.

Communications may take forms of linguistic communications, such as by speech, message-passing, dialogue, query-

answering, or retrieval; and non-linguistic communications, such by eye contact, emotional response, and gestural and

graphical movement. Accordingly, communications may be expressive such as by emotional expressions and exchange

or non-expressive such as through sensory information consumption and sharing. In some cases, communications

may take the form of translation and transformation, such as text-to-speech translation, speech-to-text translation,

image-to-text transformation, text-to-image transformation, vision-to-language transformation, and language-to-vision

transformation, etc. These translation and transformation tasks undertake cross-modality information transport.

3.1.4 Humanoid Interaction. Humanoid interaction connects, associates o relates humanoids to each other or to other

objects like humans. Interactions take place between humanoid robots, humans and environments and within robot

communities, e.g., forming human-robot interactions [23] and specifically human-humanoid-environment interactions

for humanoid robots. Interactions may be directional, physical, cognitive, perceptual, behavioral, responsive, social,
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contextual, or environmental. Interactions between humanoid robots and humans may take specific forms of coordi-

nation, cooperation, negotiation, collaboration, or even conflicting or competition; and general forms of association,

connection, recognition, identification, detection or tracking. Interactions are associated with, during or for tasks, such

as grasping, assembly, communications or collaboration. Robot collaboration or human-robot collaboration [5, 43] fulfills

a common task based on defined team formation, goal, plan, actions, strategies, constraints, and conflict resolution, etc.

Humanoid-human collaboration is built on hand-crafted knowledge base and protocols, large data pretraining and

real-time finetuning and learning, or even mixed reality and metaverse.

Social humanoids engage social interactions [27] in a robot society or a human-robot coexisting community. Social

humanoids follow social and cultural norms and express emotions and sentiments during the engagement and in fulfilling

social skills and solving social problems. Accordingly, robot interaction may be associated with intention, emotion and

affection. Affective and emotional robot interaction [35] may be collaborative for collaboration, assistive for assistance,

mimicry for imitation, coordination or cooperation, and general or multi-purpose for different communications.

3.1.5 Humanoid Analytics and Learning. In general, AI-powered humanoids are capable of analytics and learning from

data, environment, and other objects. Humanoid robots are increasingly learning driven and enabled by learning systems,

in particular the recent advances in reinforcement learning, learning by demonstration, learning from imitation, robot

analytics, and recently generative AI and LLMs and LMMs for robots. First, robot reinforcement learning optimizes goals,

tasking performance or behaviors of robots, including by traditional and deep reinforcement methods with on-policy

or off-policy settings. Robot programming, or learning by demonstration [1], such as learning from training, examples,

simulation, teleoperation or shadowing, is a typical robot learning approach for unsupervised, semi-supervised, and

few-shot supervised learning tasks. During demonstration, domain experts or end users can teach robots to conduct

specific tasks, robots then distill knowledge or skills from these demonstrations without pre-programmed knowledge to

execute new tasks. Another approach is learning by animation, such as from sensors on teacher or external observations.

Learning from augmented reality or learning from metaverse may be new opportunities to design, develop, train and

evaluate novel robot skills and applications at a cost-effective way through robot-metaverse integration.

Humanoid analytics identify, detect or predict patterns or exceptions of and insights into robot signals, behaviors,

movements and trajectories, and their external, contextual and environmental factors and changes. Robot analytics may

be conducted to support any functional and nonfunctional objectives and different paradigms of robotic intelligences,

as shown in Fig. 4. Analytics may be on historical, current, future, new, cold-start and evolving data and behaviors.

Deep learning, LLMs and GAI for humanoids In recent years, deep learning advances in particular LLMs and GAI

have revolutionized humanoid robots toward implementing humanlike and humanlevel robotic intelligence. They

acquire and analyze any sources, modalities and formats of large scale and mixed inputs to robots through pretraining

and then refinetuning. Humanoid pretraining may be performed on signals, videos from sensors of body parts, the

activities and behaviors of robot body or parts; interactions, communications and coordination between robots and

between robots and their environments; and transitional processes such as from vision to language and translations

such as from speech to image. Robot learning has experienced fast progression from vision-language modeling (VLM) to

vision-language-action (VLA) modeling. In Section 4, we will further discuss robot analytics and directions for LLMs,

GAI and deep learning into robotics, and specifically on opportunities including omnimodal perception-to-behavior

modeling for mindful, cognitive and actionable humanoids in Section 4.2.

3.1.6 Humanoid Planning and Search. Humanoid planning decides what, how, when or where a humanoid behaves.

Robot planning widely explores goals of navigating robots, moving body parts, taking actions or performing tasks,
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etc., which has been customized into areas including path planning, motion planning [50], and task planning, etc.

Robot planning may be undertaken in known or unknown clutter environments with known or unknown obstacles.

Robot aims to optimize target motion, movement, path, or task-specific objectives, and to minimize concerning issues,

such as collisions, time or energy consumption. Classic robot planning relies on robot search such as heuristic search,

stochastic search to find, seek or retrieve interested information or target. Further, humanoids applies techniques

including probabilistic roadmap, evolutionary computing, geometric modeling, reinforcement learning, and machine

learning methods to planning.

With humanoid robots enabled by LLMs and LMMs, learn-to-plan, or planning by learning, becomes a new fashion

of planning in complex contexts. For example, a robot may manipulate open world unseen objects [44] enabled by a

pretrained VLM, which extracts object category-specific features from image and text inputs. Further, the robot can

undertake actions or complete instruction with policies informed or constrained by the categorized object, the image,

and the textual instruction. For example, SayCan [24] can plan-to-act based on the input language. A recent VLM-based

learn-to-plan advance is the Google RT-2, which builds on a VLM backbone, plans from both image and text commands,

and conducts visually grounded planning. The chain-of-thought reasoning can enable learning long-horizon planning

and low-level skills. It is claimed that RT-2 can achieve highly-improved robotic policies by instantiating VLAs based

on PaLM-E and PaLI-X. RT-2 can significantly improve generalisation performance and emergent capabilities using the

power of web-scale vision-language pre-training (VLP).

3.1.7 Humanoid Adaptation. Humanoid adaptation adjusts a robot to fit its goals, conditions, environments and their

dynamics. Humanoid robots are often challenged by live dynamics, states or environments and changes of robotic

functions and tasks, which are particularly common for humanoids with real-time automated capabilities but challenge

their design. Accordingly, real-time humanoids should have the adaptability and provide corresponding support to plan

change, action adjustment, strategy tuning, and performance measures. This requires adaptive designs and capabilities,

such as mechanical design with adaptive sensormotors, adaptive control techniques, online and active perception

and recognition, evolving human-robot interaction, evolving learning, dynamic finetuning, and proactive risk and

compliance.

Humans are adaptive and smart enough to make adjustment per dynamics or changes of terms and conditions. How

to make humanlike robots to act, reason and interact like a human being in real-world scenarios posits humanoids

toward humanlevel and humane but poses a fundamental challenge to humanoid robotics. Typically, shared mental

models are enforced for all robots, which cannot capture novel or unseen scenarios. Then, predefined flexibility may be

incorporated into design, such as bipedal locomotion and dexterous manipulation for evolving environments, which

enables adaptation to predictable dynamics and changes. For novel and uncertain dynamics, learning to adapt, or

adaptation by learning, represents a new approach, particularly suitable and essential for creating humanlevel robots.

Humanoid adaptation by learning may be enabled by predictive architectures, data-driven adaptive learning capabilities,

neuro-inspired control, and evolutionary learning. In complex or even extreme real-world scenarios, more sophisticated

adaptive designs and human-supervised adaptation [55] may be essential to understand humanoid intention, learn

their behaviors, and sense their emotions over time sequentially, and predict their next-moment actions.

In a robot society and a human-robot integrative society, morphological computation and evolutionary learning

may be useful for adaptive evolutionary humanoids. Adaptive evolutionary humanoids may amalgamate biomimetic

design, morphological computation and evolutionary learning, to enable adaptive mutation, crossover, selection and

optimization of actions, behaviors, and states of humanoids iteratively and sequentially.
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3.1.8 Humanoid Behaviors and Dynamics. Human dynamics and human intelligence dynamics are comprehensive

and evolving, embodied through human cognitive dynamics, behavior dynamics, and system dynamics, etc. Here, we

discuss humanoid behaviors and dynamics.

Humanoid behaviors refer to how humanoids behave, act, and react, etc. Robot behaviors take various forms for

different purposes under specific scenarios, such as robot operations of actions, gesture, movement and navigation,

interactions with other robots or humans [4], and teleoperations in a remote environment. Humanoid robot gestures [14]

comprise human gesture-simulated appearances, behaviors and states, such as facial expression, eye gaze, communicative

pointing and signs, and manipulative motions, etc. Humanoid robot movement further embodies actions such as eye

movement, hand movement, and leg movement. Robot navigation [33] takes actions and follows trajectories per goals and

intention. Navigation may be passive and guided by visual, vocal or other types of perception, a map, demonstrations,

simulation or pretraining. In other cases, robots navigate through active and mapless exploration or learning. Robot

gesture, movement, navigation and action generate and drive robot dynamics [46], which links to kinematics, contact

mechanics, and centroidal dynamics, e.g., enabling robot mobility by bipedal or wheeled devices.

Humanoid teleoperations The telepresence and teleexistence of humanoid robots in remote environments, such as for

telehealth and telenursing, are associated with robot teleoperations [18]. This involves local behaviors and telebehaviors,

such as telelocalization, teleperception, retargeting, mapping, planning and control. By integrating with metaverse

etc simulation platforms, humanoid teleoperations may be further conducted in a digital twin, where initial physical

scenes (such as medical test) could be captured and analyzed in the physical world, then converted into the virtual

world (e.g., input into 3D simulators) for further manipulation and analysis, optional actions (e.g., medical treatments)

could be tested in the virtual world, those verified by professionals (e.g., a doctor) could then be deployed to humanoids

for actions (e.g., guiding a patient’s teletreatment).

Robots may also be equipped with mechanisms and systems to enable behavior cloning or imitation. Robots conduct

their behaviors in the lifecycle of robot tasking, generating sequential and full-cycle state spaces with behavior attributes,

processes, consequences and impacts [9]. Robot behavior analytics and computing is thus useful to understand, monitor,

predict and manage behavior effects and improve robot objectives.

3.1.9 Humanoid’s Anthropomorphic and Mimetic Features. Humanoid robots are embodied with anthropomorphic and

humanly mimetic, morphological, zoomorphic or caricatured features, including artificial organs such as electronic skin

(e-skin), bionic and sensory tactile skin, prosthesis, wearables and 3D surfaces; anthropomorphic activities such as eye

movement, skin sense, tactile sense and hand gesture; cognitive, sentimental and emotional states and features, such as

facial expressions. Anthropomorphic body parts are embedded with humanlike functions, senses and traits such as touch,

pressure, force, contact, hardness and texture, or even humanly physiological features such as temperature, pain, pulse

rate, blood pressure, and bodily fluids such as sweat and tears. Human mimetic mechanisms [2] and anthropomorphism

[58] for humanoids imitate human body structure and functions, such as skeletal structures and functions, human

body proportions, link length, mass balance, muscle arrangement, insertion points, and joint performance with joint

range and output power. Implementing human features in robots also develops humanoid aesthetics. In addition, social

humanoids may hold humanized features and traits, such as personality as embodied by extroversion, agreeableness,

conscientiousness, neuroticism and openness [22].

3.1.10 Humanoid’s Mechanical, Electrical, Biological and Social Designs. Robot design [42] concerns hardware and

software development in mechanical, electronic, electrical, social and software manners. These include mechanical
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structures, kinematics, processing units, sensors, electronic and electrical devices, power supply, social forms and

activities, and software architectures and implementation.

Humanoid’s mechanical design creates and enables humanoid robot body and parts, such as robot head, neck, torso,

hand, and leg; robot operations and control, such as locomotion mechanisms, force and strength manipulation, legged

or wheeled systems, and transduction mechanisms and functions; robot functions such as grasping and assembly;

robot communications such as coordination; robot behaviors such as navigation and tracking; robot aesthetics such

as enabling humane and humanlooking features; and robot control and assurance such as robot safety and slippage.

Mechanical designs, mechanisms and functions are further integrated with sensory and electronic mechanisms and

functions, such as resistive, capacitive, optical, piezoelectric and magnetic mechanisms and devices.

Humanoid’s biological design [6] is bio-inspired and simulates biological and biomedical mechanisms, structures,

materials and control into humanoids for more natural, humanlike and rational structures and functions and more

intricate tasking and performance. The design of humanoid body and parts involves various biomedical, ergonomic and

neural mechanisms, parameters, and settings, such as degrees of freedom, size, weight, strength, load, volume, mass,

power supply, energy and constraints.

Humanoid social design enables social activities of robots in the robot team or society, such as interactions and

collaborations with other robots; supports humanoid-human interactions, teaming and collaborations; enforces social

robot norms, such as avoiding collision and attacking humans; and incorporates ethics into social humanoid robots,

such as performing safety and privacy check before actioning and enforcing accountability.

3.1.11 Humanoid Manipulation and Control. Robot manipulation Humanoids may manipulate their body parts such as

eye movements, facial expression, or postures, or external objects such as grasping objects. Robot manipulation serves

various tasking purposes and involves diversified robot parts. Robot manipulation may be classified into typical types

including system-centric manipulation, object-centric manipulation, action or state-centric manipulation, transition-

centric manipulation, and process-centric manipulation. System-centric robot manipulation operates a robot part, e.g.,

manipulating the locomotion. Object-centric robot manipulation instructs, controls and manipulates robots toward

specific objects under object background. Action-centric and state-centric robot manipulation guide, control and operate

robots toward taking specific actions or approaching target states, e.g., rearranging an object or reorienting a robot

hand. Transition-centric robot manipulation focuses on robot state or behavior transition from one to another, e.g.,

raising a hand and then positing it toward a target object. Process-centric robot manipulation involves multiple steps of

action or state progression or change, e.g., from perceiving the environment to moving a hand and then grasping an

object.

Robot control Humanoid control represents a strong type of manipulation of humanoids or external objects, where a

humanoid influences, directs ormanages its behaviors, actions or their processes. The objectives and tasks of robot control

are varied [38]. A robot may control its parts such as head, eyes, emotion, gait, legs and hands. A robot may perform

control to implement its functions such as trajectory, horizon, gesture, posture, collaboration, interaction, behavior

position, and speed. Robot control can execute specific tasks such as bipedal locomotion, omnidirectional walking

or satisfy nonfunctional requirements such as safety. Humanoid robots may be controlled by different mechanisms.

Functionally, humanoid control relies on the corresponding mechanical and electrical humanoid designs to implement

specific objectives and tasks, such as optimization methods, dynamic models, bionic methods, reinforcement learning,

demonstration learning, imitation learning, and prediction. Controls are incorporated into humanoid body parts, such

as by a central nervous system, a motor controller, stability and balance measures such as zero moment point, capture
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point and centre of pressure, and data- and model-driven analytical and learning techniques. Control environment

may be open, closed, semi-open or semi-closed in terms of interactions with environments. Control modes may be

autonomous, semi-autonomous or hand-engineered in a static, dynamic or adaptive manner. Automated control may be

driven by policies through real-time learning or rules predefined or hand-coded.

Learning-to-control and data-driven and behavior-based control represent new control modes and scenarios, where

analytical and learning systems such as anomaly detection, predictive learning and generative AI are incorporated

into robot engine for monitoring, detecting, predicting and preventing control failures, damages or accidents [45]. In

AI-empowered humanoids, a typical technique of learning-to-control is deep reinforcement learning, which obtains

optimal actions or state-action combinations, i.e., policies and strategies, to decide and govern humanoid behaviors

and actions. Humanoid learning-to-control may also apply learning by demonstration, imitation, prediction, and

recommendation etc techniques to obtain control capabilities.

Humanoid robots also involve new control problems or approaches, which may relate to humanized features,

functions and tasks. For instance, facial expression control, eye and mouth movement control, human gesture and

posture control, hand and leg movement control, and human-humanoid interaction can be guided by hand-engineered

rules or policies or learning-driven findings. These require not only ergonomic design but also control, in particular, real-

time, interactive and online control from multitask, multimodal and omnimodal VLA modeling and cognition-to-action

translation from web-scale data, humanoid data, and external environments.

3.2 Humanoid’s Nonfunctional Requirements and Challenges

With the fast growth and advancement of robotic techniques and functions, humanoid robots are expected safe and

secure in their operations and action-taking; trustful and responsible for their actions; transparent and explainable in

their outputs; empathetic and rational during teaming, collaboration and interaction; and compliant, legal and ethical

for integrity and regulation.

Accordingly, the functions and quality of robots need to be ensured by various nonfunctional requirements, objectives

and constraints. Nonfunctional objectives, requirements and criteria of humanoid robots cover many aspects, categorized

into traditional requirements on the robotic quality of services, and new control problems relating to humanized

requirements.

3.2.1 Humanoid’s Quality of Services. Robotic quality of services (RQoS) involves aspects of robot maturity, safety,

stability, balance, robustness, reliability, generalization, accuracy, safety, privacy, computing-efficiency, energy-efficiency,

adaptability, versatility, agility, dexterity, transparency, explainability, and reproducibility. Each of them emphasizes

specific quality and performance, which could be further quantified by QoS measures.

Humanoid capability maturity measures the functions, capabilities, states, level and strength etc of robots being

mature, which is further quantified in terms of robot capability maturity assessment specifications and functional and

nonfunctional criteria and measures. A checklist of robot capability maturity may be created to check aspects and

concerns such as: Whether the functions are mature? How robot risk, safety, security and trust etc are self-assessable,

self-regulated, and extra-assessable? What commonly trustful evaluation, regulation, compliance, risk and safety

assessment protocols, specifications and authority are available?

Humanoid evaluation verifies and validates functional and nonfunctional requirements and performance. The

evaluation criteria and measures are both objective and subjective, and both technical and nontechnical. The perspectives
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of evaluation relate to robotic objectives, designs and performance. These may span aspects from state to behavior,

from domestic to social, from individual to collective, from physical to virtual, and from implicit to explicit, etc.

Humanoid safety [28] is commonly concerned, which consists of Physical safety and psychological safety. Physical

safety refers to no unintentional or unwanted contact between robots and humans, or comfortable physical contact

with force below thresholds and without physical harm. Psychological safety refers to indirect psychological harm,

discomfort or stress such as human trust, unexpected intention, and negative emotions. Robot safety can be ensured by

careful programming, ensuring safety criteria and constraints such as biomechanical limits, injury prevention, and

control strategies, and safety assurance mechanisms such as detecting, predicting, preventing and intervening with

force, collision, falling, crash, risky and abnormal activities. In open settings, safety monitoring, detection, prediction,

prevention and intervention need to be enforced for novel, cold-start, evolving and changing scenarios and accidents.

The transparency, or opacity, of robotic designs, behaviors and outcomes affects human confidence in robots and their

applications and services. Two mechanisms to ensure humanoid transparency are explainability and reproducibility.

Explainability providesmechanisms, tools and interfaces to understand and interpret robot designs, workingmechanisms,

behaviors, outputs and consequences, etc. Reproducibility ensures the repeatability, consistency and integrity of robot

designs and outputs under the same circumstances. Explainability and reproducibility become increasingly essential for

complex robot designs and tasking. Transparency, accountability, auditability, explainability and reproducibility are

essential in implementing robot automation, on-the-fly and in-the-wild design, operation and decision-making, and

open settings.

3.2.2 Nonfunctional Humanized Requirements. Nonfunctional humanized requirements articulate subjective human

traits such as robot personality, and societal, moral and legal considerations and requirements such as robot responsibility,

trust and ethics. Nonfunctional humanized requirements are increasingly recognized for humanoid robots driven by

humanlike intelligence.

Humanoid ethics Robot ethics38 [20] concerns about the privacy, manipulation, opacity and bias of robotic systems

and the equilibrium effect and consequence of robotic designs, mechanisms (e.g., autonomy and predictive decision-

making) and behaviors during operations, decision-making and human-robot interaction, etc. Ethical robots are built

with transparent, fair and unbiased design and decision-making; proactive compliance, due process and auditing to

potential effects, influences, vulnerability, deception, misinformation, synthetic issues, failures, changes and uncertainty;

and accountable compliance, interference and intervention measures and mechanisms. Humanoid robots may further

involve humane aspects such as confirmation bias, deception, malicious design, attack and manipulation. Depending on

the level of ethical enforcement, a humanoid robot may be explicitly ethical, implicitly ethical, or fully ethical.

Humanoid personality, intentionality and empathy In humanizing and personifying robots toward humanlike, hu-

manlevel and humane intelligent systems, humanoid robots are further humanized with properties, traits and issues

such as humanlike aggressiveness, morality, consciousness and personality [30]. For example, a humanoid robot may

present extroversive, agreeable, conscientious, neuroticive, open or aggressive personality, forming robot personality

in articulating robot features and functions and in robot tasking and employment. A humanoid may be rational with

intention and consciousness for being or doing good, with moral and empathetic actions and behaviors during tasking

or human-humanoid interaction, teaming and collaboration, which creates robot intentionality and robot rationality. In

addition, robot personality, intentionality and empathy require bidirectional design and support. On one hand, a robot

can access a human or other robot’s cognitive, emotional and affective states, and then behaves and interacts with them

38Ethics of Artificial Intelligence and Robotics: https://plato.stanford.edu/entries/ethics-ai/
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with empathy and morality and meeting human comfort. On the other hand, humans can fully access and control a

robot’s intentional stance and personality, robot behaviors can be managed and interpreted by a human being.

Humanoid trust and responsibility Robot trust refers to unidirectional, reciprocal and bidirectional human-humanoid

reliability and confidence, i.e., by humans in a robot’s roles, responsibilities, capabilities, actions, functions, decisions, and

performance, and vice versa. Factors influence human trust in robots may be various, e.g., lack of emotional intelligence,

limited ability to adapt to new situations, unclear decision-making processes, privacy concerns, negative media portrayal,

unclear code of ethics, or regulatory oversight. Accordingly, the trust and responsibilities of humanoid robots may

be embodied by various functional and nonfunctional mechanisms and measures, such as reliability, adaptability,

security measures, programmed ethical guidelines, intention transparency, ethical behaviors, ability to self-control and

self-regulation, trustful past track record, and subjectivity such as empathy and responsibility. These robot trust factors

and measures need to be embodied by the trustfulness in robot design, behaviors, effect and performance, such as

automation, live recognition, and real-time prediction and decision-making; the predictability and transparency of risk,

safety, security and consequence; the detection, prevention and resolution of system issues such as faults, unsuccessful

task completions, and irreparable mistakes.

As subjective properties increasingly affect the humanization of robots, enforcing the morality of humanoid robots

essentially enables what moral liability, accountability, rights and responsibilities a humanoid should hold and how

such attributes should be distributed in multi-party settings. However, robot empathy would not serve as the final

guard rail. Robot trust may further require robot legal rights, such that a robot must not incur human injuries and must

obey orders. This triggers the study on the rights of humanoids and artificial consciousness, e.g., whether a humanoid

is a legal entity, and to what extent a robot can be given what legal rights comparable to humans. Robot legal rights are

crucial for humanoid robot services as law enforcement, a robo-adviser, an elderly companion, or a child caregiver.

Humanoid risk and compliance A humanoid robot may incur or be associated with various potential risky scenarios

or actual risks and dangers. Humanoid risks relate to methodological and technical risks, such as fragile generalization,

faulty designs, and incomplete compliance; malicious manipulation such as misuses, misinformation, malicious attacks,

and manipulated behaviors and automation; ethical issues such as deception and privacy concerns; and unexpected

exceptions, such as hallucination of automated generation, and singularity and superintelligence of self-improvement

and intelligence emergence, when humanoids gain control and rights beyond human perception and acceptance. As

real-time, interactive, decentralized and personalized automated tasks and operations of humanoid robots become

widespread, robot surveillance not only requires automated, real-time, tailored and predictive risk and compliance

monitoring, diagnosis and management, but also human surveillance i.e. keeping human in the compliance loop. In

this regard, significant challenges exist in real-time and automated scenario-oriented human-humanoid regulation,

e.g., in accountable human-robot role allocation and responsibility sharing, efficient regulation in complex settings,

privacy-preserving surveillance, risk-aware human-humanoid cooperation, and essential human-centered control and

mitigation.

4 ENABLING HUMANE AND HUMANLEVEL HUMANOIDS

There are many techniques required to enable humane and humanlevel robots, such as mechanical, material, biomedical,

electrical and anthropomorphic designs. Here, we focus on intelligent techniques to enable humane and humanlevel

robots, humanizing robots toward humane and humanlevel features, structures, functions and moral traits; digitizing

human features in robotics; and intelligentizing robots with human intelligence in complex decentralized, distributed, or

even virtualized applications and environments. These include essential studies on building mind-to-action mindful and
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actionable humanoids, supporting omnimodal perception-to-behavior modeling, advancing humanoid with humanlevel

AI, hybridizing humanoid with metaverse and mixed reality, and hybridizing humanoid with decentralized AI, to name

a few.

4.1 Mind-to-Action Mindful and Actionable Humanoids

The concepts of AI mind, mindful AI with AI mindfulness, and AI action, actionable AI and AI actionability [11] apply to

humanoid robots as well, aiming for producing mind-to-action embodied mindful and actionable humanoids. In addition,

humanoid mind models make cognitive humanoids possible, where cognition-to-action translation and transformation

would be possible and essential.

On one hand, making humanoids humanlike and humane requires to build humanoid mind and develop mindful

humanoids. A mindful humanoid with AI mindfulness simulates and amalgamates human mind and mindfulness to

develop humanoid mind models and humanoid mindfulness. Mindful humanoids may fulfill relevant human thinking

mechanisms, cognitive and psychological traits, sensation, reasoning, and critical analysis capabilities, etc. They are also

mindful of their goal, plan, activity and effect as a result of applying certain personality, intention, emotion or action.

On the other hand, humanoids undertake various actions relating to their mind, goals, tasks and environments.

Actionable humanoids not only conduct actions but also make them meaningful and valuable technically and practically,

i.e., making humanoids actionable. The actionability [13] of humanoids, including their designs, actions, and performance,

satisfies various performance measures, e.g., interpretable to end users, convertible to business value and impact, and

satisfying business, social and economic measures.

Further, a humanoid robot as a closed-form independent AI system needs the transformation from mind to action.

Mind-to-action translation requires a real-time translation and transfer of intention and emotions etc subjective

mindfulness to actionable operations and activities; the reflection and feedback on actions to mind; and the iterative

processes between mind and actions over a task period. This mind-to-action translation raises many research challenges

and opportunities, such as mind representation (decomposed to intention representation, sentiment and emotion

representation, etc.), building mind models for humanoids, dynamic and interactive alignment between mind and

actions, and coordination between multiple thoughts and their corresponding actions.

Mindful humanoids are cognitive, which replicates and tailors human cognitive intelligence, traits and properties into

humanoid cognitive models. Humanoid cognition may be characterized through representing humanoid’s intention,

affection, emotion, speech, gesture, actions, haptic signals, and physiological signals, etc. The mind-to-action transla-

tion demands cognition-to-action modeling and translation, which integrates the relevant modeling tasks, including

personality modeling, intention learning, goal learning, emotion learning, action learning, and behavior learning, and

translates learned knowledge on humanoid cognition to robot actions.

4.2 Omnimodal Transitional Humanoid Modeling

To enable mind-to-action humanoids, a critical task and challenge is the perception-to-behavior transition, translation

and transformation, which involve multiple to omniversal modalities from visual, acoustic and textual to behavioral

aspects and the translation and transformation from perception to behavior undertaking where these modalities may

be involved.

Accordingly, this omnimodal perception-to-behavior translation and transformation trigger various challenges, such

as multimodal to omnimodal perception fusion by synergizing visual, vocal, textual and behavioral representations;

point-based, sequential, spatial or function-oriented fitting, alignment and matching between image (or video), sound
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and text for the same task or object; and temporal, spatial or spatiotemporal developments of multimodal perceptions

and behaviors.

In recent years, increasing attention has been paid to multimodal deep learning and specifically multimodal large

models, such as visual query-answering (VQA), VLMs, VLP, image-language pretraining, image-to-text generation, and

text-to-image generation, etc. Building on Google Robotic Transformer 1 (RT-1) 39 on multitask modeling [7], the new

Google Robotic Transformer 2 (RT-2) 40 [8] further supports high-capacity VLA modeling on web data and robotic

vision data, and translates the learned knowledge into generalised instructions to control robotic actions. RT-2 uses the

pathways language and image model (PaLI-X) and pathways language model embodied (PaLM-E) as the backbone.

With the quantification of robot personality, intention, sentiment and emotion etc subjectivity and development of

humanoid mind models, further studies will be inclined to the fitting, alignment, reasoning and inference, matching and

reasoning of omnimodal mind-to-action translation. This requires further studies on transforming and translating from

vision-language modeling and vision-to-action modeling into mind-to-action modeling and perception-to-behavior

modeling.

4.3 Humanlike Humanoids with Humanlevel AI

The fast-paced development and applications of generative AI towards humanlevel AI is transforming and revolution-

alizing humanoid design paradigms. It has never been so promising to advance humanoids with humanlevel AI and

create humanlevel humanoid intelligence.

The advances and futures of generative-to-humanlevel AI landscape deepen and widen the spread and expansion of

humanlike humanoid studies to new-form and new-path problems, research methods, and functional and practical

means. Examples are Transformer [52], vision transformer [29] and Internet data enabled generative pretrained LLMs,

VLMs [44], VLA models [8], reinforcement learning with human feedback (RLHF) supported prompt engineering and

chain-of-thought prompting transforming multi-step into intermediate reasoning [54], and vision-language translation

for real-time multi-lingual conversations, multi-type tasking, multimodal interactions, and pathway-oriented processing.

The synergy between these advances and humanoids creates the new generation of humanoids: humanlevel humanoids.

Humanlevel humanoids copes with varied specific purposes, functions, tasks, and applications, we highlight a few:

multi-task and multi-party settings; reinforcement from live feedback, refinement and adaptation; and omnimodal

vision-language-action modeling and mind-to-action translation.

Multi-task and multi-party settings: Humanlevel humanoids may handle multiple tasks concurrently, recurrently

or sequentially in an individual, team or adversarial mode. Examples of multi-task settings are hybridizing language

parsing, vision tasks with control; dialogue-based tasking with coordination through exchanging information; and

translating and reasoning tasks from perception or through conversations in natural language. Multi-party settings

involve multiple humanoid robots, humanoids with humans, or with third parties, where they coordinate, collaborate

or compete with each other to undertake tasks. These multi-task and multi-party settings require corresponding design,

coordination, communication, and control, e.g., identifying, recognizing and differentiating visual, vocal and textual

information from different humans who are involved in a multi-party humanoid-human conversation, and responding

correspondingly to the right party in their interest and preferred sentiment.

Reinforcement from live feedback, refinement and adaptation: In live scenarios, acquiring live feedback from humans

to humanoids, supporting real-time, edge-based or on-humanoid fine-tuning and making them adaptive to the onsite

39Google Robotic Transformer 1 (RT-1): https://blog.research.google/2022/12/rt-1-robotics-transformer-for-real.html
40Google Robotic Transformer 2 (RT-2): https://deepmind.google/discover/blog/rt-2-new-model-translates-vision-and-language-into-action/
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and live interaction, coordination, communication, tasking and teaming scenes, workflows, dynamics and changes

form essential functions as well as challenges. Examples are feedback-based humanoid tasking and coordination

through receiving, processing and transforming human feedback on task performance, validation of responses and

iterative refinement with feedback. To enable live feedback-based refinement and adaptation, RLHF needs to represent,

incorporate live response, feedback and interaction into humanoid models, optimize objectives, refresh functions, and

update responses accordingly.

Omnimodal vision-language-action modeling and mind-to-action translation: as discussed in Sections 4.1 and 4.2, these

manage the requirements and functions for enabling humanoids to real-time, interactive multimodal fusion, translation,

and transformation of multiple modalities of input signals or between them. For example, upgrading LLMs and VLP such

as language-image pretraining and language-video pretraining to mind-to-action and perception-to-behavior modeling

is essential to understand, translate and reason about multimodal information fusion, translating input recognition to

decision actions, etc. In addition, humanoids may also perceive and understand environmental constraints and task

semantics to activate, adjust, optimize and operate humanoid actions and task performance.

4.4 Humanoid Animation, Imitation, Digital Twins and Metaverse

Hybridizing humanoid robotics with metaverse and mixed reality will create novel humanoid animation, humanoid-

human or humanoid-society digital twins and metaverse continuum and promote humanoid virtuality-to-reality.

Metaverse, digital twin, and virtual, augmented and mixed reality techniques can assist human-humanoid interaction,

interfacing and collaboration in creating virtuality-reality coexisting humanoid-human design, development, workplace

and tasking settings, and expand humanoid’s capabilities and capacity [3, 15, 48, 53]. Animation, metaverse and mixed

reality etc can form on-robot, on-body or on-environment integration into virtuality-reality-combined robot augmen-

tation, collaborative programming, teleoperation, projected environment and background, trajectory visualization,

navigation, augmenting perception and telepresence, and increasing expressiveness.

For example, by creating a 3D presentation of a humanoid and its workplace, a robot can be operated, monitored

or tutored for specific tasks in its working environment. Instructors with multi-modal virtual, augmented and mixed

reality devices can operate and control humanoid robots and conduct various robotic tasks, such as imposing robot

movement restrictions, trajectory teaching, changing robot joint angles, and creating task-specific programs. For

human-unfriendly environments, humanoids can be teleoperated to undertake specific tasks remotely using projection

mapping to facilitate robotic tasks.

4.4.1 Humanoid Virtuality-to-Reality. Humanoid virtuality-to-reality can enable humanoid operation and manipulation

by simulation, imitation, animation, demonstration, and generation.

Humanoid Animation- and Simulation-to-Operation Large-scale robot manipulation and experiments etc

may be costly, risky, insecure, unsafe or unactionable. Robot animation, simulation and programming provide theories

and tools to mimic, evaluate, adjust, optimize and program robots in a virtualized cost-effective platform before

their confirmation, production and deployment. Robotics animators and simulators may provide interfaces, methods

and functions to describe, select, connect, code, expand and manage robot goals, types, parts, coordinates, objects,

environments, functions, tools, workflow, paths and behaviors, etc. in a 2D or 3D animation or simulation platform.

They can simulate physical systems, activities and processes, and generate, compile and deploy the animated, simulated

or optimized programs into physical robots for further experiment, prototyping, production or deployment. Humanoid

animation and simulation may clone, virtualize, imitate or replicate human body parts, attributes, behaviors, emotions,
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conversations and expressions, generate humane robotic parts, properties, emotions, and actions for more humanlike

appearance, presentation, and mechanisms. Further, humanoid learning, planning, control and interaction by animation

and simulation emerge as essential mechanisms for robotics at scale.

Robot animation, simulation and programming may face so-called simulation-to-reality gaps (sim-to-real gaps for

short) from real-life robot appearance, design, manipulation and experiment. Gaps may be related to misalignment

between simulation and reality, and the unrealisticness and anthropomorphic quality of simulation assumptions and

systems. These may be caused by simulation constraints on robot settings, simulation platforms, essential and sufficient

toolsets, simulator behavior settings, programming tools, simulator capabilities and capacity, and rendering quality, etc.

Humanoid Imitation-to-Operation Imitation learning is another type of simulation or demonstration. It can serve

as an alternative to reinforcement learning. Robots learn by demonstrations or are taught by a supervisor, demonstrator

or examples, such as from virtual simulations or a filmed physical scenario (a video), and then clone, imitate or adjust the

demonstrations or examples. Robots may also learn the underlying optimal reward function or policies from teachers,

adapt to the taught examples, develop or generate new behaviors. Robot imitation thus supports behavior cloning,

intent learning, behavior or scene prediction, recommendation or generation. By integrating techniques like DeepFake,

animation, LLMs and digital twins, humanoid imitation could learn from sequential, hierarchical, multimodal and

live human activities, and social activities; processes, mechanisms and strategies for handling complex tasks; general

and specific skills for problem-solving; and intention, morality and humanity exhibited during human actions and

interaction. Various extensions include learning by imitation, learning to imitate [47], generation by imitation, domain

adaptation or domain transfer. Humanoid imitation also face issues like imitation-to-reality gaps, in particular, for

unseen, new and open world objects, scenarios and tasks, and efficient and effective in-distribution, in-domain and

in-context imitation and imitation at scale.

Humanoid Digital Twins and Metaverse While the integration of humanoids with digital twins and metaverse is

an open area yet explored, integrating humanoids with digital twins and metaverse may create humanoid digital twins

and humanoid metaverse useful for designing, developing and managing specific applications. Humanoid digital twins

and humanoid metaverse may be built using a collection of mixed techniques, including humanoid robotics, LLMs and

LMMs, digital twins, metaverse, decentralized AI techniques, Web3, 3D design, and operating and software systems to

enable these varied techniques.

Examples are humanoid digital twins or metaverse for digital health, digital finance, digital marketing, digital

customer services, and digital disaster management. For example, a humanoid general practitioner (HGP) may offer

online telehealth services as follows. Once receiving the appointment request by a patient, the HGP may launch its

virtual digital twin or metaverse platform, where the HGP can use a virtual digital human to illustrate, inquire and

discuss health or medical concerns and symptoms with the patient. The patient can tell her problems, upload her

medical test results to the metaverse, HGP can then extract, process and analyze the uploaded materials, animate,

illustrate and explain the patient’s problems through the digital twin mapped to the patient per her demographics and

medical conditions, and make assessment of the patient’s complaints. Further diagnosis and treatment suggestions may

be made and explained to the patient using the digital human. All discussion, materials and HGP diagnosis and analysis

can be sent to a human doctor for verification, adjustment or confirmation. This HGP with health digital twin could

save time, extend coverage, and augment service depth and health education etc of healthcare and telehealth. Another

example would be humanoid robo-advising supported by metaverse for digital finance.
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4.4.2 Humanoid Demonstration-to-Generation. Generative humanoid intelligence can be learned, augmented and

generated by demonstrations, advancedmodels such as LLMs, VLM and LMMs, and broadly by generative-to-humanlevel

AI.

Humanoid Demonstration-to-Operation Robot demonstration illustrates robots with their expected functions,

tasks, scenarios, behaviors, actions, and processes, etc. Robots can then learn from single, few or sequential demonstra-

tions to operate, plan, navigate or evolve over existing, new, unseen, open or lifelong tasks or environments. Humanoids

could learn from human demonstrations, such as positioning, posture, behaving, emotional, vocal and facial expressions,

and ethical responses, to improve, evolve or develop their world knowledge, humanlike actions and responses. Further,

robots may clone, optimize and expand the learned knowledge, activities or intelligence from demonstrations, and even

forecast and generate new actions, knowledge or intelligence through generative AI.

Robot learning by demonstration leverages robot simulation and mitigates some of sim-to-real gaps by enhancing

robot’s familiarity and realisticness of realistic and open worlds, and building robot experience, memory and reasoning.

Similar to robot simulation, robot demonstration faces demonstration-to-reality gaps (or Demo-to-real gaps for short).

Demo-to-real gaps may be caused by demonstration biases, distribution shift, misalignment, or the limitation and

insufficiency of demonstration number (e.g., from zero shot, one shot to few shots), settings, capabilities, and capacity,

etc. Robot learning by demonstration still faces significant challenges for unstructured, ill-structured, unseen-structured,

unknown-structured, transitional, lifelong, nonstationary settings and environments. Both robot simulation and

demonstration are also challenged by zero, new, evolving, unseen, unknown and open objects, contexts, scenarios or

tasks.

Humanoid Generation-to-OperationWith the fast-pace development of generative AI including LLMs, LMMs,

VQA, VLPs, VLMs and VLAs, automated generation becomes a feasible and essential intelligent means to simulate and

produce AI and realize more complex humanlevel intelligence, which could substantially improve the intelligence of

robots.Humanoid intelligence generationmay present new opportunities and challenges than existing LLMs, such as VQA,

VLP and VLM, e.g., for image-to-text, video-to-text, text-to-image, and text-to-video, making the generation suitable for

humanoids. Examples are 1) single-modal generation, e.g., generating humanoid behaviors, actions, responses, and

emotions; and 2) cross-modal generation, such as image-to-speech, image-to-conversation, image-to-emotion, animation-

to-speech, animation-to-conversation, animation-to-singing, animation-to-dancing, text-to-speech, text-to-conversation,

text-to-action, and text-to-emotion.

Humanoid generation could be built on humanoid animation, simulation, imitation and demonstration, where

animation, simulation, imitation and demonstration serve as supervision, providing one to few shots for robot learning

and further generation. Zero-to-few shot learning, weakly-supervised learning, transfer learning, contrastive learning,

and Knowledge distillation etc would be useful to augment humanoid learning and generation by LLMs or LMMs.

4.5 Decentralized Humanoids: On-robot, Edge and Cloud Humanoids

Decentralized Humanoids Decentralized AI builds on decentralized autonomous organizations (DAOs), blockchain

technologies, Web3, decentralized finance, cryptocurrencies, decentralized science (DeSci), and other decentralized

technologies to enable, develop and support AI tasks, behaviors and systems over the web, cloud or edge or on device.

Hybridizing humanoids with decentralized AI could explore various applications, e.g., 1) connecting humanoids to

cloud facilities and learning systems, enabled by cloud AI such as ChatGPT; 2) connecting and enabling humanoid edge

networks by connecting humanoids in a community and implementing data-sharing, model-sharing, multi-task, and

capability-sharing humanoid edge intelligence; 3) enabling on-humanoid AI such as on-robot live perception, action
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and response and peer-to-peer on-robot AI tasks and activities; and 4) robot-robot edge and cloud hybrid humanoid

networks and intelligent tasks and systems.

Decentralizing humanoids also requires an edge network, which may develop humanoid edge intelligence, such as

humanoid interfacing, interaction, conversation, communication, cooperation, collaboration, sharing, storage, memo-

rization, action and intervention over humanoid edge networks. These further involve techniques for privacy-preserving,

secure, trustful, responsible, and efficient operations, control, communication, and collaborations. Among the humanoid

edge network, decomposing, splitting, dispatching, distributing, pipelining, orchestrating, aggregating or balancing

roles, responsibilities, tasks, data, and resource are also important issues to address.

On-Humanoid, Edge and Cloud Humanoids On-humanoid, edge and cloud Humanoids will create a new

era of humanoid robotics and bring about enormous new challenges and opportunities of robotics, humanoid and

decentralized AI. Currently, humanoids enabled by LLMs are cloud humanoids. Cloud humanoids only have limited

on-robot capabilities and capacity, they depend on live high-speed connection and communication to humanoid cloud

platforms and enabling services, such as ChatGPT for performing LLMs. This makes cloud humanoids dependent on

specific cloud infrastructure, computing and services, making it costly and inflexible for operations and development.

It also makes humanoids restrictive to wifi or telco network connection, making humanoids incapable of on-device

automation and causing issues including latency, unreliability and risk in real-time interactions, coordination and

communications. Cloud humanoids also raise concerns on sharing privacy, safety and security of data and humanoids to

cloud service providers, and making regulation difficult to be accountable instantly. Accordingly, on-humanoid and edge

humanoid development emerge for more independent, automated decentralized robotic and humanoid intelligence.

On-humanoid intelligence, intelligent applications and services require energy-efficient, information-compressed,

real-time, personalized, interactive and privacy-preserving platforms, applications, and communications. A humanoid is

an independent automated, self-organizing intelligent agent. It can operate andmanage to sense, interact, navigate, judge,

plan, act, control and decide, hold its own goals, undertake actions, and assess the live environment independently in

real time. For this, on-humanoid research will become an essential area to enable on-humanoid perception, recognition,

conversation, interaction, regulation, etc. For example, LLMs and VLAs trained on cloud will have to be converted to

humanoid-compatible LLMs and VLAs, such as by selecting mobile apps-discriminate parameters through selective

parameter-efficient fine tuning. For edge humanoid intelligence and systems connecting to humanoid robots, the

edge network needs to handle energy-efficient, privacy-preserving, humanoid-neutral and -specific data acquisition,

recognition, analytics, learning, reasoning, planning and communication, etc. Edge humanoid network hosts techniques

and functions to support both the networking, communications and shared functions of humanoid network and client

humanoids.

Fig. 5 illustrates a framework of decentralized humanoid AI systems, where humans interact humanoids in multimodal

channels and manipulate humanoids through humanoid edge desktops. Humanoids connect to their cloud server and

communicate the perceived information with humans to the server, compute and learn the information, retrieve,

request or execute Internet-based third-party cloud services such as ChatGPT and GitHub-based open source APIs or

applications. The processed response will then be deployed by humanoid cloud servers to humanoids for executing

actions.

5 OPEN ISSUES AND DIRECTIONS

The above discussion on new-generation humanoids, such as developing functional and nonfunctional requirements,

enabling mindful and actionable humanoids, humanoid digital twins and metaverse, and decentralized humanoids open
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Fig. 5. Decentralized humanoids: On-humanoid, edge and cloud humanoid AI framework, synergizing humans, humanoids, edge and

cloud devices, algorithms and services including LLMs.

a new age of humanoid robotics, proposing many open issues and directions beyond the existing humanoid studies and

developments.

5.1 Challenges in Humane and Humanlevel Humanoids

While generative AI advances including LLMs and LMMs has the potential to revolutionize humanoid robots toward

embracing humanlike AI, making humane and humanlevel humanoids is still an ambitious task with a suite of challenges,

including the maturity and applicability of existing generative AI to humanoids, the constraints on humanoid systems,

and the challenges in enabling humanlevel humanoid robotics.

There are still many open issues and challenges, such as hallucinations, in existing generative AI, including LLMs

and LMMs. Issues and challenges may come from or be associated with data, modeling, evaluation, ethics, societal and

human elements. Examples are bias and fairness, distribution shift, contextual understanding, multimodal capabilities,

personalized sparse satisfaction, adversarial attacks, misinformation and disinformation, manipulation and deception,

observation and data overreliance, overfitting or overmanipulation, lack of thinking and humanity, and potential

adoption of technical, security, privacy, ethical, economic, psychological, sociocultural or sociopolitical risks.

Second, humanoid robots pose specific constraints and challenges in developing humane and humanlevel robotic

intelligence. These include limitations on robotic locomotion, mechanics, sensing, responding capabilities, memory,

degree of freedom, dimensionality, modality, and computational capabilities, which cannot support LLMs and LMMs

on devices and edge networks. More fundamental limitations lie in the existing designs and mechanisms of enabling

robotic manipulation, intelligence such as vision, perception, learning, memorization, control, planning, and actions.

Simulating and replicating human intelligence into humanoids requires substantial theoretical and implementation

advances in humanoid and robotic cognition, humanity, biomechanics, and behavioral studies, etc. To avoid the

uncanny valley phenomena of humanoids and the uncanny valley risks and hallucinations of LLMs into LLM-enabled

humanoids, humanoid robotics expects not only humanlooking machines but also humane expression, behaving,

response, interaction, conservation, and collaboration, etc.
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Accordingly, humanlevel humanoid robotics requires new-generation LLMs and LMMs and develops humanlevel

humanoid AI. This may aim for developing humanlike robotic intelligence before achieving any superintelligence or

superhuman intelligence. Examples are to develop 1) on-humanoid LLMs, VLP, VLM and LMMs; 2) humanoid-edge

(local server or multiple humanoid networks) LLMs and LMMs; 3) humanoid humanity; 4) humanlike humanoid

intelligent capabilities such as inspiration from children learning procedure, human personality, intention, subjectivity

and empathy under positive, negative and neutral scenarios and activities; 5) humanlike social humanoid intelligent

capabilities such as team coordination, cooperation, competition, and conflict resolution during social activities.

In the following sections, we further discuss issues and opportunities relating to humanoid humanity and subjectivity,

quality and service assurance, live humanoid tasking in complex environments, and open humanoid tasking in open

worlds.

5.2 Humanoid Humanity and Subjectivity

The humanity and subjectivity of humanoids characterize the humane and subjective traits, attributes, qualities and

states of humanoids of being humankind, humanlike to humanlevel. Humanoid humanities are embodied through

humane attributes such as personality, morality, intention, compassion, sentiment and emotion, enabling and managing

responsible, trustworthy, sympathetic and ethical individual and collective disposition, behaviors and decisions.

Existing work on embodying these humane and subjective attributes, traits and qualities into humanoids is very

limited and relies on facial expression and understanding of perception and observations. Examples are human mood

modeling, such as visual facial expression recognition, textual semantics such as by topic modeling and sentiment

analysis, and human body state modeling such as posture recognition [36, 37]. They are observational, embodying

and modeling humanoid humanity and subjectivity may require substantial new thinking and theories. This goes

beyond the existing humanoid design enabled by generative AI and large multimodal modeling, which cannot support

humankind live and real-time interaction and collaboration.

More generally, it is essential to build a theory of humanoid humanity and subjectivity, e.g., by designing hu-

manoid humanity models, quantifying humanoid subjectivity, structuring humanoid trustfulness, simulating humanoid

subjectivity, benchmarking humanoid subjectivity, and developing rules of law for humanoid humanity and subjectivity.

• Characterizing humanoid humanity: characterizing and learning humanoid robot’s personality, intentionality,

consciousness, empathy and trust in real time and live scenarios driven by generative AI and large multimodal

models; defining, imitating and simulating attributes e.g. extroversion, conscientiousness, neuroticism, aggressiv-

ity, emotion and intention; and quantifying them in terms of multimodal vision-to-language, perception-to-action

tasking, or self-motivated empathy etc settings.

• Structuring humanoid trust and responsibilities: defining, specifying and simulating the trustfulness and respon-

sibilities of humanoid robots by humans and humanoid perception and confidence in humans during humanoid

and human interaction and collaboration; modeling trust [56] and responsibility in context of perception-to-

action pretraining and finetuning, e.g., quantifying humanoid’s LLM and perception-to-action performance with

performance measures and criteria such as robustness, reliability, accuracy, and user satisfaction; formulating

humanoid’s self-regulation and self-assessment capability and mechanisms, e.g., accountability, interpretability,

and exception resolution; exploring synergy between external regulatory agents and humanoids for humanoid

ethical assurance, and functional and nonfunctional regulation and governance.
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• Humanoid humanity simulation: creating use cases, strategies and simulation testbeds for mimicking, generating,

implementing, monitoring and adjusting humanoid personality, intentionality, empathy and trust; simulating

humanity dynamics and evolution over interactions and collaborations; simulating and controlling subjective

expectations under scenarios such as self-improving emergence, immoral and irrational actions, free of risk and

compliance regulation.

• Benchmarking humanoid humanity and subjectivity: developing benchmarkable database, use cases, testbed and

checklist for experimentation and case studies of humanoid personality, intentionality, consciousness, empathy

and trust; exploring open platforms for uncertain, diversified and large-scale scenarios such as self-improving

emergence and hallucination, sampling and algorithmic biases, and irreparable mistakes.

• Rules of law for humanoid humanity management: discovering and summarizing general principles, rules of

law for monitoring, detecting, predicting, intervening and managing personality, intentionality, consciousness,

empathy and trust of real-time, interactive and multimodal humanoid robots; identifying verifiable rules and

code of conduct for different use cases, such as humanoid tasking, humanoid-human teaming, interactions, and

collaborations.

5.3 Live Humanoid Tasking in Complex Environments

In principle, the goal of humanoids is to make them actionable in live settings for live tasking. This would make

humanoids expressive with multiple modalities and aspects of capabilities and intelligences, and be capable for complex

robotic tasking. Examples are humanoids with diversified multiple goals and tasks as humans for multimodal tasks,

multi-party tasks, and real-time tasks in real and live environments. This raises many interesting but challenging

opportunities, below, we highlight a few.

Humanoid tasking in complex live scenes aims to enable humanoid operations in real-world settings and environ-

ments, such as with multiple robot sensors and parties, real-time actions and processes, low-quality backgrounds, and

immediate response requirements. This requires fundamental facilities such as sensor and signal coordination and

fusion, instant multimodal response generation and alignment, multi-party coordination, and human-humanoid-shared

mental modeling.

Data characteristics and complexities resilient humanoid tasking enables humanoids to work in poor quality environ-

ments and be agile and resilient to complex data and behaviors during tasking. Data includes historical and background

information such as from the Internet, live data and behaviors during interactions and processes, external information

required during operations. Making humanoid functions and operations responsive to these sources of data and their

data changes in real time poses significant challenges and opportunities for efficient live robot modeling and computing

in real-time settings.

Multimodal humanoid tasking aims to engage and integrate multiple modalities of humanoid robots, such as visual,

vocal and behavioral functions. Hybrid and integrative robot tasks may engage and integrate these modalities, e.g.,

synergizing gesture, speech and action to make robots more expressive, multimodal and multi-aspect.

Multi-party humanoid tasking facilitate tasks with multiple robots, robots and humans, and robots and other agents

or systems (e.g., metaverse, attackers or defenders). Moderating robot-to-robot, human-robot, and human-robot-agent

teaming, communication, interaction, collaboration, or competition etc becomes increasingly demanding for real-

world robotic applications. This requires technical tools to enable multi-party humanoid-human dialogue or debate,

cooperation between humanoids and human collaborators playing different roles.
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Real-time and interactive humanoid tasking further synergizes multi-modalities and multi-parties for real-time,

interactive tasking [26]. Facilitating live interactions, collaborations or defence needs to acquire multisources of data

and information, fuse multimodal signals, and enable multi-party conversations. This poses many challenges, e.g.,

real-time multimodal and multi-sensor information fusion, alignment between humans and humanoids, etc.

Bilateral human-humanoid modeling. Existing humanoid studies often focus on one-sided manipulation, i.e., em-

powering humanoids toward intelligent capabilities and tasking. To make humanoid humane and humanlike, bilateral

human-humanoid modeling would be essential, where humanoids are treated as pseudo human beings for more natural,

humanlike interactions with humans, while humans can also engage humanoids in human ways. Accordingly, we

need to build theories and tools for bilateral understanding, interaction, conversation, identification, recognition,

collaboration and management both from human to humanoid and from humanoid to human. This means both humans

and humanoids 1) have the abilities to identify, select and engage interesting partners; 2) can actively and proactively

initiate, control and manage conversations, tasks and engagement with the counterparts on-demand; and 3) hold the

conditions, rights and criteria to determine interactions and collaborations.

5.4 Open Humanoid Tasking in Open Worlds

Live robotic tasking further raises the requirements for open tasking in open settings and their corresponding challenges.

In fact, real-time interactive humanoids and human-humanoid systems in live environments are open complex intelligent

systems [10], live in open environments, undertake open tasks, and act under open settings.

Open humanoid systems. A live humanoid is open, demonstrating various types and aspects of partial to systemic

opennesses. Examples include internal interactions within and between objects and subsystems of a humanoid; external

interactions between a humanoid and its community; dynamics of humanoid parts, subsystems and systems; and

uncertainties of humanoid part and system’s states, state transition, and performance. Humanoid open structuring may

be required for automated humanoids in complex environments, which require evolving, on-demand and self-organizing

structure configuration, modularization, architecture search and discovery, memory customization, and modular and

functional activation and deactivation. These require corresponding designs and mechanisms to characterize, define,

enable, organize and manage open humanoid systems.

Open humanoid environments. In an open environment, a humanoid may present openness in terms of 1) uncertain,

changing, unseen and unknown contexts; 2) dynamic and uncertain information, energy and communication flow

between humanoids and their environments; 3) changing constituents and structures of a humanoid; 4) evolving tasking

requirements and capabilities of a humanoid; and 5) potential nonstationary quality, service and performance of a

humanoid. These scenarios and issues require dynamic, online, active, evolving and self-organizing humanoid capabilities,

i.e., open capabilities, for (re)alignment, recognition, (re)arrangement, (re)manipulation, adjustment, (re)adaptation and

transfer.

Open humanoid settings may broadly refer to 1) open input scenarios, such as open data, open domain, open

vocabulary, open context and open environment, which are dynamic and evolving with change, drift and shift over

time, space, frequency, structure/distribution or semantics; 2) open tasking requirements, as discussed below on open

humanoid tasking; and 3) open output requirements, such as open set (with new and unseen labels), open-structured

outputs (e.g., changing, new and unknown forms, formats, layouts, distributions), open evaluation (e.g., with evolving

criteria and objectives), and open feedback (e.g., changing reviews, opinions, result preference, and quality expectation

on outputs). These require humanoids to be sufficiently flexible, adaptive, evolving and self-organizing.
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Open humanoid tasking. Live humanoid tasking may be open, catering for open humanoid systems, environments

and settings. In addition, open tasking may also include tasks that are open, e.g., open data processing (e.g., processing

data with evolving, uncertain, unknown and unseen nature); open goal settings (e.g., without firm and predefined

goals and objectives); open perception (such as perceiving open worlds and enabling evolving, reconfigurable and

self-developing perception tools and capabilities); open representation (e.g., with embedding capabilities of coping with

open inputs); open learning (e.g., under open settings, with evolving learning objectives, changing learning structures,

or open output requirements); open reasoning (e.g., reasoning over uncertain actions, without constraints, or under

open conditions); open actioning (e.g., enabling new, changing and beyond-design actions and behaviors); open control

(e.g., enabling control in open environment and evolving tasking); open planning (e.g., pursuing plans in open contexts,

planning by learning from open data and objectives); open evaluation (e.g., changing or adaptive evaluation criteria,

methods or measures over input conditions and human feedback change); open optimization (e.g., without predefined

optimization objectives or criteria, evolving objectives over input condition change); and open domain transfer (e.g., the

target domains are evolving, uncertain, new or unseen); etc.

5.5 HumanoidQuality and Service Assurance

In Section 3.2, we have discussed various issues relating to the quality of services of humanoids from functional and

nonfunctional perspectives. Here, we further expand the discussion onHQoS to humanoid design quality, implementation

quality, service quality, output trust. These are important for making humanoids mindful, actionable and ethical.

Addressing biases, fairness and trust in humanoids. GAI and LLMs may involve various types of biases [21], including

sampling biases, modeling biases, and evaluation biases. Sampling biases may further generate biases and fairness issues,

such as sample set biases, distributional biases, where samples may be associated with demographic, confirmation,

memory, linguistic, ethnic/cultural, political or ideological biases, etc. Modeling biases may be caused by hypothesis

biases, methodological biases, architectural biases, input-model or model-task matching and fitting biases, etc. Evaluation

biases appear in biased or unfair evaluation methodologies, objectives, objective functions, evaluation measures, and

evaluation processes, etc. Humanoid trust needs to address these biases and unfairnesses, foster trustworthiness of

humanoid operations and actions from various aspects, such as faith, fear, confidence, feeling, valence, control and

reciprocation of humanoids, in order to create humanoid norms, regulations, and laws [16].

Humanoid design quality assurance. LLMs and GAI-enabled ChatGPT and other models have shown their limitations

and gaps such as hallucination, biased answers, irrelevant outputs, too general responses, non-personalized responses,

low actionability of results, ethical concerns, security and privacy challenges. Humanoids connecting to and enabled by

such LLMs and GAI are also constrained by these issues, making their outputs vulnerable, untrustworthy and nonaction-

able by users. Humanoid capability maturity has to address these issues, either benefiting from the improvement of their

dependent LLMs and variants or addressing LLM issues within humanoid systems. Here are a few directions: conducting

energy-efficient and parameter-efficient finetuning of pretrained LLMs or their results, incorporating LLM results as

prior knowledge and training vertical robotic models, algorithmic debiasing, mitigating biases in training sampling,

enabling active and online refinement of pretrained models, and human-in-the-loop refinement and decision-making.

Humanoid systems need to address biases and trust, which requires new modeling, learning, optimization, evaluation

and feedback theories and techniques to address aspects of such as complex biased scenarios, design generalization,

bias and error propagation, unanticipated capability or result emergence, and alignment with human feedback for

humanoids.
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Humanoid implementation quality assurance. To improve humanoid quality of services and satisfy humanoid non-

functional requirements, quality assurance is essential for implementing humanoids. We highlight the following

aspects: quality assurance of data and processing, quality assurance of hardware and software, and quality assurance of

interfacing and outcomes, aiming for assurance the quality of input, implementation, output and outcome.

First, humanoid quality assurance of data and processing: Both collecting historical, present and future inputs and

real-time data streaming and recordings during humanoid operations and human-humanoid interactions, and their

manipulation and processing require data and processing quality assurance. Data and processing quality assurance

addresses data quality issues such as biases, inconsistencies, irregularity, and noises, and ensure fair and unbiased data

sampling, cleaning, transformation, augmentation, denoising, and debiasing, etc. to make data ready.

Second, humanoid quality assurance of hardware and software: humanoid hardware and software are specially

fabricated to fulfill functions and performance measures in Section 3. Accordingly, their implementation, quality and

performance needs assurance, which may involve many aspects, for example, sufficient matching between hardware

and software, systematic integrity, function cohesion, coding biases, and privacy and security assurance.

Last but not least, humanoid quality assurance of interfacing and outcomes: this includes fair and unbiased usability of

user interaction, interfacing and support; interpretability and explainability of workflow, factors and outputs; auditability

and accountability of operational processes, actions and results; monitoring, evaluating and intervening potential

consequences, risk, safety, security or trust concerns of outputs; and overseeing, mitigating and regulating business,

societal or human effects and impact.

6 CONCLUDING REMARKS

Real-time, interactive, and realistic humanoid robots epitomize the pinnacle of systematic AI development, transcending

traditional robotics and intelligent systems. These cutting-edge humanoids represent a new generation of robots

that seamlessly integrate mechanical, electrical, biological, psychological, physiological, ergonomic, aesthetic, and

sociocultural technologies and achievements. Leveraging recent AI advancements, particularly in large language models

(LLMs) and generative AI, real-time, interactive, and realistic humanoid robots demonstrate unprecedented potential in

embodying humanlike features, senses, behaviors, functions, and intelligences.

Although state-of-the-art humanoids still fall short of attaining humanlike intelligence, they showcase increasingly

impressive AI applications. AI-empowered humanoids are propelling the evolution of humanlooking robotics towards

humanlike and humane elements, features, and functions. Prior to reaching superintelligence or humanlevel intelligence,

comprehensive technical requirements, challenges, issues, and directions pave the path for the development of humanlike

and humane humanoids.
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